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Assignment 1 discussion



Assignment 1, Task 1

 Hockney Model: 𝑇𝑇 = 𝜆𝜆 + 𝑁𝑁
𝑏𝑏
, where 𝜆𝜆 is latency, 𝑁𝑁 is message size, and 𝑏𝑏 is

bandwidth
 Effective bandwidth: 𝐵𝐵eff = 𝑁𝑁/𝑇𝑇

(a) 𝑁𝑁 for half asymptotic bandwidth?  𝑁𝑁1/2

𝜆𝜆+
𝑁𝑁1/2
𝑏𝑏

= 𝑏𝑏
2
 𝑁𝑁1/2 = 𝜆𝜆𝑏𝑏

Lower is better bandwidth increase will require larger messages to get to
half max.!
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Assignment 1, Task 1
(b) Effective bandwidth vs. message size

 𝑁𝑁1/2 = 15 kB
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Assignment 1, Task 2
 Intel Xeon Phi “Knights Landing” Coprocessor (2016, discontinued)

 Clock speed: up to 1.4 GHz
 SIMD register width: 512 bit
 Floating-point superscalarity: 2 FMA instructions per cycle
 Cache size up to 36 Mbyte
 Memory bandwidth (measured): 480 Gbyte/s
 Number of cores: up to 72

(a) DP peak: 𝑃𝑃𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 = 72 × 8 × 2 × 2 × 1.4 ⋅ 109 flop/s = 𝟑𝟑.𝟐𝟐𝟑𝟑 Tflop/s
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Assignment 1, Task 2
(b) Upper performance bound for 

Minimum execution times:

 𝑇𝑇𝐵𝐵𝐵𝐵 = 24×107byte
480×109byte/s = 500 𝜇𝜇s

 𝑇𝑇𝑓𝑓𝑓𝑓𝑓𝑓𝑝𝑝𝑓𝑓 = 2×107flop
3.23×1012flop/s = 6.19 𝜇𝜇s

 Upper performance bound: 𝑃𝑃𝑏𝑏𝑓𝑓𝑏𝑏𝑏𝑏𝑏𝑏 = 2×107flop
𝑇𝑇𝐵𝐵𝐵𝐵

= 40 Gflop/s

for(int i=0; i<10000000; i++)
a[i] += s*b[i];

Roofline shortcut: per-loop bound 
for two bottlenecks

𝑃𝑃𝑏𝑏𝑓𝑓𝑏𝑏𝑏𝑏𝑏𝑏 = min(𝑃𝑃𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 , 𝑏𝑏/𝐵𝐵𝑐𝑐),

where 𝐵𝐵𝑐𝑐 is the code balance:

𝐵𝐵𝑐𝑐 =
bytes transferred

flops executed
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