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Assignment 2, Task 1

“Slow computing”

▪ Assume that a system (2) executes all code a factor of 𝜇 slower than a 

reference system (1):

𝑆𝜇 𝑁 =
𝜇

𝜇𝑠 +
𝜇 1 − 𝑠

𝑁
+ 𝑘𝑁

=
1

𝑠 +
1 − 𝑠
𝑁

+ 𝑘𝑁/𝜇

→ 𝜇 > 1 implies better speedup at same 𝑁

→ “A machine with slow CPUs scales better”

Corollary: A slow code scales better, too! :-/ 
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▪ Parallel loop with overhead of 𝑇𝑜 = 2000 cy:

▪ Machine: 8 cores, 3 GHz, 𝑃𝑝𝑒𝑎𝑘 = 192 Gflop/s, 𝑏𝑠 = 40 Gbyte/s

▪ Execution time

𝑇𝑒𝑥𝑒𝑐 =
24×𝑛 byte

𝑏𝑠
+ 𝑇𝑜 → Performance 𝑃 =

2×𝑛 flops
𝑇𝑒𝑥𝑒𝑐

=
2𝑛 flops

24𝑛byte
𝑏𝑠

+𝑇𝑜

▪ Asymptotic performance: 𝑃𝑎 =
𝑏𝑠

12byte/flop

▪ Condition: 𝑃 𝑛 =
1

2
𝑃𝑎

#pragma omp parallel for

for(i=0; i<n; ++i) 

a[i] = a[i] + s * c[i];
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▪ Solve for n:

𝑛 =
𝑏𝑠𝑇𝑜

24 byte
= 1111

▪ → 𝑛 is linear in the overhead time and the memory bandwidth


